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Abstract

The advent of multiple-point geostatistics (MPS) gave rise to the integration of
complex subsurface geological structures and features into the model by the concept of
training images. Initial algorithms, such as snesim, generate geologically realistic real-
izations by using these training images to obtain conditional probabilities needed in a
stochastic simulation framework. More recent pattern-based geostatistical algorithms,
such as simpat and filtersim, attempt to improve the accuracy of the training image
pattern reproduction. In these approaches, the training image is used to construct a
pattern database. Consequently, the sequential simulation will be carried on by select-
ing a pattern from the database and pasting it onto the simulation grid. One of the
shortcomings of the present algorithms is the lack of a unifying framework for classifying
and modeling the patterns from the training image. In this study an entirely different
approach will be taken towards pattern analysis and generation.

In the developed methodology, patterns scanned from the training image are repre-
sented as points in a Cartesian space using multi-dimensional scaling. The idea behind
this mapping is to use distance functions as a tool for analyzing variability between
all the patterns in a training image. These distance functions are more flexible than
the standard (fixed and linear) filters in filtersim and can be tailored to the applica-
tion at hand. Afterwards, by significantly reducing the dimensionality of the problem,
an improved pattern classification algorithm is obtained using kernel space mapping.
The results are compared with previous methods. An improved pattern continuity and
data-conditioning capability is observed in the generated realizations for both contin-
uous and categorical variables. The proposed methodology is much less sensitive to
the user-provided parameters, and at the same time reduces computational time signif-
icantly.



1 Introduction

Snesim was the first truly practical algorithm proposed for the application of Multiple-
Point Geostatistics (MPS). In this method, the conditional probability is sampled from
the training image by looking for replicates of the data event. One of the shortcomings
of snesim is that the training image needs to be categorical. Also, the snesim algorithm
can only capture the stationary features of the training image, which is inherent to any
stochastic simulation tool based on probability theory. Additionally, any type of trend,
such as vertical or areal proportion changes need to be explicitly enforced.

Simpat and filtersim as alternative pattern-based algorithms were proposed by [1, 11].
The sequential simulation method of simpat/filtersim replaces the traditional probability
framework of drawing from conditional probability distributions with the calculation of
similarity between patterns. The strong assumption of stationarity in the previous methods
is now somewhat reduced. In these algorithms, patterns are extracted from the training
image and directly pasted into the simulation grid. If that pattern is unique or contains
a non-stationary element of the training image, then the uniqueness or non-stationarity of
that pattern will be presented in the simulation grid. No morphing or filtering is applied
to the patterns, and they are extracted from the training image without modification.

Randomness/variability is introduced in filtersim through randomly sampling a pattern
from a class of patterns, however it should be kept in mind that these patterns originate
from the same training image which has a limited/finite pattern database. Hence, any
additional randomness is due to an insufficient pattern reproduction.

As a proposition, one can argue that the latest MPS algorithms, simpat or filtersim, can
be improved in many ways. The starting point for improvement would be an approach which
improves on the limitations inherent to the use of spatial filters in filtersim; a unified method
that does not depend on any filter specification nor does it have to deal with the sometimes
overly deterministic nature of simpat. The recognition capability of the linear filters used
in filtersim strongly depends on the patterns themselves. Some patterns may contain a
specific features that different filters would be incapable of discriminating between them,
and even if the patterns are different, they will be classified in one cluster. One solution is
switching into applying more filters on each pattern, and as a consequence, increasing the
dimensionality of the problem. While nowadays this approach is feasible with increasingly
fast speed of computers, but a more robust technique, which does not depend on filter
definitions and the number of filters, and also at the same time, can help to overcome other
limitations mentioned before, needs to be developed.

2 Distance-based Method

One of the new and promising tools in reservoir modeling for improvement are the distance-
based methods. While these techniques have been used so far to model variability between
realizations [26], the same techniques are used here at the pattern level. The idea behind
this distance approach is that by applying a metric, called distance function, to any pair of
patterns, a measure of their similarity is obtained. In other words, one tries to find a function
that requires two patterns as input and returns a scalar value such that similar patterns
result in a small value and different patterns result in a larger value. Having obtained the
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pair-wise distances between the patterns in the database, intuitively speaking, one can gain
a tremendous insight into the underlying structure of the patterns. A technique, called
multi-dimensional scaling, can reveal these hidden structures by only having the pair-wise
distances is needed.

Multidimensional scaling (MDS) encompasses a collection of methods which allow gain-
ing insight in the underlying structure and relations between patterns by providing a ge-
ometrical representation of their similarities. The main assumption in MDS is that the
patterns can be described by values along a set of dimensions; and therefore placing these
patterns as points in a multidimensional space, where the dissimilarity between the patterns
is related to the distances of the corresponding points in the multidimensional space. The
inter-point distances in MDS space are related to the similarities obtained by a distance
function. MDS method can also reveal the inner dimension of the patterns that can mean-
ingfully describe them. This multidimensional representation is evidently useful as a basis
for building a mathematical model for categorization, which will be later used for pattern
classification. Before formulating the algorithms in the following sections, some required
notations will be provided for a binary sand/shale case.

2.1 Training image

Define ti (u) as a value of the training image ti where u ∈ Gti and Gti is the rectangular
Cartesian grid discretizing the training image. The training image of interest, for now is a
binary (e.g. sand/shale) system. So, an indicator notation for ti (u) is defined as follow:

ti (u) =

{

0 if at u, ti containing shale
1 if at u, ti containing sand

Also define tiT(u) as a specific multiple-point vector of ti(u) values within a template
T centered at node u, i.e., tiT (u) is the vector:

tiT (u) = {ti (u + h1) , ti (u + h2) , . . . , ti (u + hα) , . . . , ti (u + hnT
)}

Where hα vectors are defining the geometry of the nT nodes of template T and α =
1, . . . , nT .

2.2 Pattern

The processing of the training image ti is performed by scanning the training image using
a template T and storing the corresponding multiple-point tiT (u) vectors in a database.
Each such tiT (u) is called a pattern of the training image and the database is called the
pattern database and is denoted by patdbT. Once the patterns are stored in the pattern
database, they are considered to be location independent, i.e. the database does not store
the location u ∈ Gti of a pattern; only the content of the pattern is stored. Hence, kth

pattern can be denoted like this:

patk
T

=
{

patk
T

(h1) , patk
T

(h2) , . . . , patk
T

(hα) , . . . , patk
T

(hnT
)
}

where k = 1, . . . , nPatT
, and all nPatT patterns are defined on the same template T .
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2.3 Dissimilarity distance Matrix

Having a pattern database patdbT of a training image, the dissimilarity matrix can be
obtained by calculating the pair-wise distances between all available patterns. If we have
nPatT patterns in a training image, dissimilarity matrix ∆ will be a nPatT × nPatT size
matrix, where each element δij of matrix ∆ will represent the distance between ith and
jth pattern. This distance is calculated using a dissimilarity distance function, which will
be defined later. By this definition, the dissimilarity matrix should be symmetric with
zero-diagonal elements.

2.4 Dissimilarity distance function

The goal of the first part of this study is to classify the patterns in different groups, called
clusters. In other words, the patterns that are similar to each other should be grouped
into one cluster. To this end, a measure of similarity between the patterns is needed. This
measure, which is a function that calculates the dissimilarity between a pair of patterns, is
called the dissimilarity distance function. This concept was first introduced by [1, 12]. The
dissimilarity distance measure should have two properties:

1. It should have a large discriminatory power.

2. Its value should increase with the amount of difference between the two patterns.

One simple example of a distance function is the Euclidean distance. The definition of this
function is provided below:

Euclidean distance: Among all distance metrics, the Euclidean distance is the most
commonly used one due to its simplicity, as well as its convenient mathematical properties.
Let patm

T
(u), patn

T
(u) be two patterns from the pattern database patdbT. The Euclidean

distance dE (x,y) is given by:

dE 〈patm
T

(u) ,patn
T

(u)〉 =

nT
∑

α=1

(patm
T

(hα)− patn
T

(hα))2

As can be seen in formula above, the Euclidean distance is only a summation of the
pixel-wise differences between two patterns. However, this distance function may not pro-
vide much discriminative power for complex patterns. Another distance function called
Proximity Transform distance function has been used as a dissimilarity distance function
in this study.

3 Multi-Dimensional Scaling

Multi-dimensional scaling (MDS) is aimed to represent high dimensional data in a low
dimensional space with preservation of the similarities between data points. This reduction
in dimensionality is crucial for analyzing and revealing the genuine structure hidden in the
data. Mathematically speaking, multidimensional scaling (MDS), translates a dissimilarity
matrix into a configuration of points in n-D Euclidean space Rd [3]. This dissimilarity matrix
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is calculated using a dissimilarity distance function such as Euclidean distance function, or
a more elegant one being proximity transform distance function [8].

An example application of classical MDS is represented in Figure 1. For illustration
purposes, a 2D Euclidean space, R2 was chosen for mapping all the patterns in a training
image. Assuming the distances to be a good representation of the dissimilarities between
patterns, points close to each other in 2D Euclidean space coincide with similar patterns.
This can be clearly observed in Figure 1.

 

Figure 1: Multidimensional scaling sample result using an 8×8 pattern template. Any two patterns
that are similar map as two close points in Euclidean space

One of the main advantages put forward by using distance-based methods is the ability
of mapping a pattern as a point in a lower-dimensional space (MDS space). Working in
MDS space gives the advantage of working with the same high-dimensional pattern, but in
a lower-dimensional system. For example, by mapping a 9 × 9 pattern to a 9-dimensional
MDS space, a reduction factor of 9 in the dimensionality of the data is obtained. However,
one of the challenges, that might make this method inapplicable, is the computational cost
associated with the MDS mapping. Improving the multi-dimensional scaling algorithm
is essential for achieving reasonable run-times in MPS simulations. On the other hand,
considering the huge number of patterns in a 3D training image renders the MDS algorithm
extremely memory-demanding. The matrix calculations involved in this mapping, which
are at least quadratic in nature, have an adverse effect on the computational efficiency
of MPS methods. Therefore, the number of analyzed patterns is restricted by the high
computational complexity of MDS.
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In order to make metric MDS applicable for large databases of patterns, a new metric
MDS method with a low computational complexity is developed, and explained hereafter.

3.1 SEQ-MDS Algorithm

The first idea for improving the MDS speed is the anchor point MDS method [13], where
only a portion of data is used to reconstruct the layout for intermediate steps. The data
are grouped into clusters, so that the distances between points in different clusters are less
meaningful than the distances between points in the same cluster. In the anchor point
method, some points in the same cluster are chosen as anchors and others are considered
as floaters. Distance information of anchors is used to construct the coarse structure of
layout, and the floaters are used to update the fine structure. However, the intermediate
steps for calculating MDS do not need to employ all entries of the dissimilarity matrix.
In order to increase the speed to the greatest extent possible and also reduce the memory
issues inherent in an anchor-point multi-dimensional scaling algorithm, the mapping has
to be performed sequentially (SEQ-MDS method). Please refer to [32] for the details and
experimental studies of the algorithm.

3.2 Scaling Dimensions

More often than not, the intrinsic dimensionality of the data is much lower; i.e., even though
the data are lying in a high-dimensional space, only a few dimensions are actually important
for the analysis. A pattern can be seen as a high-dimensional object. For example, a pattern
template of 9 × 9 × 5 in a three-dimensional training image has 405 dimensions. MDS
mapping can be inevitably seen as a dimensionality reduction technique which can further
speed up future mathematical computations. An important issue in MDS mapping is the
choice on the number of dimensions for the scaling solution (e.g. 2 dimensions as seen in
Figure 1). A configuration with a high number of dimensions achieves very small errors,
but it can later on result in computationally expensive mathematical analysis. On the other
hand, a solution with too few dimensions might not reveal enough of the structures in the
data. One needs to find an automatic procedure that can compromise between these two
extremes and decide on the number of coordinates to be retained.

The previous methodology used to select the dimensionality through the correlation
between the inter-point distances in Euclidean space and their corresponding dissimilarity
distance values. The correlation coefficient was plotted against the dimensions. Ideally,
the choice of dimensionality gets visually obvious from the elbow in the plot, where after
a certain number of dimensions the correlation would stabilize. One of the shortcoming
in this method was the computational burden associated with it. For each dimension, a
distance matrix corresponding to the MDS space points needed to be constructed and be
compared with the original distance matrix. The more dimensions one retains, the more
these two distance matrices would be correlated. This procedure needed to be done for each
dimension. Calculating the inner-point distances for all dimensions has a computational
complexity of O(nT N3). Therefore, another approximate technique needs to be developed.

One proposed solution is to use Maximum Likelihood Estimation (MLE) on the dimen-
sionality of the MDS space. The method was first introduced by [15]. A modified version
was adapted to our analysis. Generally speaking, an appropriate choice for the dimension is
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made by considering the magnitude of the singular values, which provides a measure of how
much variation is being captured in each dimension. The analysis has been simplified by
using principal component analysis (PCA) on the patterns first. This can be done extremely
fast. Next, according to the elbow of the scree plot, the dimensionality is found by using the
maximum of a log-likelihood function. The assumption behind this technique is that the
singular values, considered as random variables, are drawn from two different distributions,
one for significant components and one for noise components. A compact explanation of
the methodology is provided in order to point out the differences with the original method
proposed by [15].

let d1 ≥ d2 ≥ · · · ≥ dnT
> 0 be the ordered eigenvalues obtained using PCA. For every

fixed q, we define two samples of ϕ1 = {d1, d2, . . . , dq} and ϕ2 = {dq+1, dq+2, . . . , dnT
}.

Observing a gap in the scree plot corresponds to the assumption that these are two popu-
lations each with their own distribution function. Letting the log-likelihood function to be
a gaussian distribution, one would obtain:

lq(q) =

q
∑

i=1

log f
(

di;µ1, σ
2
1

)

+

nT
∑

i=q+1

log f
(

di;µ2, σ
2
2

)

Here, {µ1, σ1} and {µ2, σ2} depend on ϕ1 and ϕ2 respectively. An estimate on q can then
be obtained by maximizing the log-likelihood function above. An empirical search for the
maximum of this function would provide us with the dimensionality of MDS space.

q̂ = arg max
k=2,3,...,nT−1

lq(k)

After substituting the gaussian distribution for f , we would get:

lq(q) = −q log

(

1√
2πσ2

1

) q
∑

i=1

(di−µ1)2

2σ2
1

+ (q − nT ) log

(

1√
2πσ2

2

) nT
∑

i=q+1

(di−µ2)2

2σ2
2

where, µ1, µ2 are the means and σ1, σ2 are the variances of ϕ1, ϕ2 respectively.
In order to test the dimensionality selection, the same training image with the same

pattern template as before was chosen. 2209 patterns were used for analysis. The scree plot,
obtained from the eigenvalues of the covariance matrix is shown in Figure 2(a). In order to
find the elbow of this scree plot, the eigenvalues are shown in logarithmic scale in Figure 2(b).
As can be seen, the best choice for the dimensionality is 15 as the slope changes significantly.
The profile likelihood was calculated for different dimensions as shown in Figure 2(c). The
maximum of the log-likelihood, 15, is chosen as the MDS dimension, which is in perfect
agreement with the visual inspection. Satisfactorily, the correlation coefficient of the inter-
point distances between MDS points and the original points is 0.992. In conclusion, this
method merely formalizes and automates what can be easily accomplished by human eye
and provides the best dimensions for MDS space.

7



0 10 20 30 40 50 60 70 80 90
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

0 10 20 30 40 50 60 70 80 90
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

Dimensions

E
ig

e
n
v
a
lu

e

Scree-plot

(a) Scree-plot

0 10 20 30 40 50 60 70 80 90
10

-2

10
-1

10
0

10
1

0 10 20 30 40 50 60 70 80 90
10

-2

10
-1

10
0

10
1

Dimensions

E
ig

e
n
v
a
lu

e

Scree Plot

15

(b) Semilog Scree-plot
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(c) Profile Likelihood

Figure 2: MDS dimensionality selection. (a) The scree plot, (b) the elbow of the scree plot is easily
observed in the semilog scale, (c) the profile log-likelihood of the scree plot showing 15
as the maximum.

4 Pattern Classification

One of the goals of this novel distance-based approach is to come up with a technique
that can help us remove the spatial filters used in filtersim and also to have an avenue
for new pattern reproduction concepts. Instead of some pre-defined filters, one requires a
universal classifier. Up to this point, each pattern is mapped as a point in a low-dimensional
space, where the inner-point distances represent the dissimilarity between the patterns.
Considering that, the patterns can now be easily classified. To this end, a clustering method
to organize the points into different clusters needs to be employed.

Clustering techniques organize the collection of patterns in the pattern database (repre-
sented by points in a multidimensional space) into clusters based on similarity. Intuitively,
after clustering, patterns within a cluster will be more similar to each other than patterns
belonging to a different cluster. An illustrative example of clustering is depicted in Figure
3. The input patterns, represented by points are shown in Figure 3(a), and the desired
clusters are shown in Figure 3(b). As can be observed, points belonging to the same cluster
are given the same label. This approach eliminates the need for any filters and probably
results in the best classification within any database of patterns.
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Figure 3: Clustering illustration

Before introducing the clustering methods, some further notations will be provided for
clarity.

4.1 Notation

Suppose that all patterns have been mapped into a d-dimensional MDS space, Rd, as points.
Hence, we can now show each pattern by a location (points) xk in a d-dimensional row vector
as follow:

xk = {xk1, xk2, . . . , xkd} , x ∈ R
d

A set of N(= nPatT ) points is then represented by Matrix X = {xk |k = 1, 2, . . . ,N}
which is represented as a N× d matrix as follow:

X =











x11 x12 · · · x1d

x21 x21 · · · x2d

...
...

. . .
...

xN1 xN2 · · · xNd











Here, the rows of X represents the coordinates of points in the MDS space. Also, d is
the MDS dimension, and N is the number of patterns in patdbT.

4.2 K-Means

One of the most popular methods for clustering is K-Means Algorithm. In this method, a
class label li will be assigned to each data point xi, identifying the class that the correspond-
ing pattern belongs to. The set of all labels for a pattern set is L = {l1, . . . , lN}m where
li ∈ {1, . . . , k} and k is the number of clusters. This objective of this method is to allocate
each pattern (data point) to one of the k clusters in order to minimize the within-cluster
sum of squares:

minimize
∑k

i=1

∑

p∈li
‖xp − vi‖2
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where Ai is a set of patterns (data points) in the ith cluster, and vi is the mean of those
points over cluster i. In k-means clustering methodology vi is called the cluster prototype,
i.e. the cluster centers:

vi=
1

NR

∑NR

p=1
xp ,xp ∈ li

where Ni is the number of patterns inAi. It should be noted that the reason behind choosing
a Euclidean norm in the minimization phase of the algorithm is simply because of the specific
metric distance used in multidimensional scaling. In mapping the dissimilarity distances
between patterns to MDS space, Euclidean distance was used as the metric measure for
inter-point distances. Hence, the same Euclidean norm would be the correct representation
of the dissimilarities between patterns. Eventually by Using K-Means algorithm, patterns
can be classified in different clusters.

4.2.1 H-Ann K-means

The huge amount of data collected and stored in databases increases the need for effective
analysis methods to use the information contained implicitly there. The k-means method
has been shown to be effective in producing good clustering results for many practical
applications. However, the k-means algorithm requires time proportional to the product
of number of patterns and number of clusters per iteration. This computationally may
be expensive especially for large databases;i.e. in a large 3D training image. An efficient
implementation method for k-means clustering is proposed here.

The k-means algorithm for clustering finds a local optimum of the squared Euclidean
distances between points in any subset and their center of mass by keeping track of centroids
of the subsets, and issuing a large number of nearest-neighbor queries. A kd-tree is a data
structure for storing a finite set of points from a finite-dimensional space [16]. Kd-trees
can be used to reduce the number of nearest-neighbor queries in k-means by using the fact
that their nodes can represent a large number of points. Originally, kd-trees were used to
accelerate nearest-neighbor queries. We could, therefore, use them in the k-means inner loop
transparently. For this method to work, the centers need to be stored in the kd-tree. This
will bring huge improvements over the standard k-mean algorithm. There has been many
attempts on using kd-trees in kmeans clustering [17, 18]. The details of these algorithms
will not be explained here. However, a speed comparison is made with Matlab k-means
algorithm. The results are shown in Figure 4. The computational improvement is evident
in the plot. The computational complexity of Matlab k-means algorithm is approximately
O(N1.7) and for Ann k-means is O(N1.1).

The speed comparison shows tremendous improvements. The use of kd-trees in this
context of MPS is favorable since we have mapped the high-dimensional patterns into a
low-dimensional MDS space. This provides us with the ability to take advantage of kd-
trees since they will bring speed improvements only in the case of low-dimensional data.
By using kd-trees, one tries to finds approximate nearest neighbors in each iteration (ANN
K-means). In order to further speed up this important part of the MPS simulation, we have
proposed a hierarchical ANN k-means (H-Ann K-means). It has a very simple concept.
Since the computational complexity of the k-means algorithm depends on a good initial
centroids, and also, on the number of data points, the hierarchical k-means will try to find
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Figure 4: (a) Speed comparison of Matlab k-means algorithm and Ann k-means algorithm, showing
clear improvement of Ann k-means method, (b) Log-Log scale of the speed improvement
showing the computational complexity of both methods being O(N1.7) and O(N1.1) for
Matlab and Ann k-means respectively.

approximately-correct initial centroids for k-means algorithm by applying Ann K-means on
a subset of the sample points. It then uses the obtained centroids as an initial guess for
another Ann K-means algorithm which performs over the whole dataset. The improvement
become more evident on larger datasets.

In order to effectively test the performance of H-Ann K-means algorithm, one needs to
find an optimal subset of data points for the lower hierarchical k-means implementation.
Since this can also take some CPU time, a random sampling of points is assumed to be
acceptable. However, one needs to find the proportion of points from the entire dataset
that reduces the computational efficiency the most. In our analysis, a reduction factor
of 10 on the dataset is chosen for the first Ann k-means. The final centroids, obtained
from the reduced dataset, are given as the initial centroids for the whole dataset. In order
to compare two methods, a dataset of 100000 points are generated in R2 with different
observable cluster distributions as shown in Figure 5(a). The comparison of Ann k-means
with H-Ann k-means is shown in Figure 5(b). It is noticeable that H-Ann k-means is more
efficient with some number of clusters. This strongly depends on the configuration of the
points and also on the true number of clusters.
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(a) Data points (b) Speed comparison

Figure 5: (a) 100000 data points used for clustering comparison, (b) Speed results for the two
different methods of Ann k-means and H-Ann k-means, showing the improvement with
the hierarchical approach.

5 Kernel Methods

Considering the non-linear variation of locations of patterns when they are represented in
a cartesian space with MDS and the inability of linear methodologies presented before to
handle them, kernel methods should be employed. In this section, the definition of kernel
transformation and feature space is introduced first. Some clustering algorithms in feature
space are also explained. Next, the computational complexity related to clustering methods
is analyzed and some improvements are provided. Finally, a methodology for automatically
selecting the number of clusters is explained with some examples.

5.1 Definition

Considering the amount of available patterns in the pattern database of a training image,
simple, fast and efficient clustering algorithm, such as K-means method, offer a solution for
classification. However, K-means suffers from several drawbacks. For instance, its results
strongly depend on the initialization process and it cannot adapt to any cluster shape. That
is to say, in the case where data exhibit a complex structure (e.g. data are non-linearly
separable), a direct application of K-means is not suitable because of its tendency to group
data into globe-shaped clusters [5]. This misclassification has a direct effect on the pattern
recognition capability in the proposed methodology. In order to solve this problem, data will
be mapped by a transformation Φ into a new feature space F where samples become linearly
separable [10]. In other words, by mapping the data points to that higher dimensional space
F, the nonlinear relationship among the information provided by the data can be captured.
A sample representation of this process is shown in Figure 6 [9] where a non-linear dataset
is linearized in feature space. As a consequence, in this feature space, classical clustering
algorithms such as K-Means will perform better, and hence, a stronger and more accurate
pattern classification will result. The formulation to achieve this non-linear transformation
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will be introduced hereafter.

Figure 6: Kernel transformation, and the principal component in the linear kernel space

Generally, by this transformation, the similarity between the data needs to be preserved
in the feature space. One particularly simple yet surprisingly useful notion of this similarity -
the one that is used in this study - was derived from embedding the patterns into a Euclidean
space and utilizing geometrical concepts. Likewise, this dissimilarity can be measured by
their dot product in some high-dimensional feature space F. This leads to one of the crucial
ingredients of this formulation, the kernel trick, for the computation of this dot product in
the high-dimensional feature space using simple functions defined on pairs of input patterns.
Therefore, the patterns are first mapped into F using ϕ : Rd → F, x 7→ Φ (x), and then
compared using a dot product 〈Φ (xk) ,Φ (xl)〉. However, to avoid working in potentially
high-dimensional feature space F, one tries to pick a feature space in which the dot product
can be evaluated directly using a nonlinear function k (·) in the input space, i.e. by means
of a kernel trick.

k (xk,xl) = 〈Φ (xk) , Φ (xl)〉
The success of this approach is related to the fact that using a kernel is equivalent to

defining a feature space transform. In other words, the advantage of the kernel trick is that
instead of explicitly determining the coordinates of the data vectors in the feature space, the
distance computation in F can be efficiently performed in R(input space) through a kernel
function. Hence, k (xk,xl) is the inner product not of the coordinate vectors xk and xl in
Rd but of vectors Φ (xk) and Φ (xl) in higher dimensions. This trick allows the formulation
of nonlinear variants of any algorithm that can be cast in terms of dot products, K-Means
and PCA being the most prominent examples. Hence, the solution to a better pattern
classification can be obtained by using the Kernel K-means Algorithm [6] as an alternative
to K-Means.

The most frequently used kernel function, as used in this study, is the Gaussian radial
basis function, which is given by:

k (xk,xl) = exp

(

−‖xk − xl‖2
2σ2

)

The incorporation of this kernel function enables the K-Means algorithm to explore the
inherent data pattern in the new feature space F. An example of the beneficial result of

13



clustering using kernel k-means (in linear feature space) in comparison with k-means (in
non-linear Euclidean space) is depicted in Figure 7.
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Figure 7: (a) K-Means on dataset. The solid line indicates the linear separation line determined by
K-Means. (b) Kernel K-Means on dataset. The region delimited by black line identifies
the first cluster which has been properly separated from the second data cluster, identified
by the gray line.

5.2 Computational Complexity

Kernel functions can be viewed as a non-linear transformation that increases the separability
of the input data by mapping them to a new high dimensional space. The incorporation
of kernel function enables the K-Means algorithm to explore the inherent data pattern
in the new space, and hence, is a very powerful clustering method. However, the recent
applications of kernel k-means algorithm are confined to small datasets to its expensive
computation and storage cost. We will be analyzing the computational complexity of kernel
k-means, and then, will provide a simple improvement on its efficiency.

A dataset of training images with 2209 patterns is chosen for analysis. The dimension-
ality of the patterns (in MDS space) is 12. First, the patterns are mapped into kernel space
by calculating the kernel matrix. Since, the mapped data are of infinite-dimensions, the
kernel trick is used for k-means clustering. The results using an improved and efficient ker-
nel k-means algorithm is provided in Figure 8. As observed, the kernel k-means algorithm
has a computational complexity of O(N3). This is one of the most prohibitive parts of the
entire methodology.

However, one can think of a better initialization for the centroids, which has a direct
effect on the convergence rate of the k-means algorithm. It has been shown that the k-means
algorithm on a set of non-linear data may produce incorrect globe-shaped clusters. However,
in many instances there are some linearities inherent to different subspaces of the data.
Assuming that these linear subspaces dominate the entire structure of the non-linear input
data, we can directly apply k-means clustering on the input data. Knowing the general non-
linear behavior in the patterns, one expects some errors to be introduced in the clustering
result. In order to reduce the errors and obtain more accurate classification, Kernel k-
means is applied on the input data, where the initial centroids are assigned according to
the final clustering result of the previous k-means implementation. On the assumption that

14



200 400 600 800 1000 1200 1400 1600 1800
0

0.2

0.4

0.6

0.8

1

1.2

1.4

Number of data points

C
P

U
 T

im
e
 (

s
)

Kernel K-Means Clustering (80 clusters)

(a) Computational Speed

10
2

10
3

10
4

10
-3

10
-2

10
-1

10
0

10
1

Number of data points

C
P

U
 T

im
e
 (

s
)

Kernel K-Means Clustering (80 clusters)

O(N3)

(b) Log-Log scale

Figure 8: (a) kernel k-means speed analysis, (b) kernel k-means speed shown in log-log scale,
showing the computational complexity of the algorithm, O(N3).

kernel k-means algorithm will find the correct set of non-linear clusters, it will converge
to the true solution no matter how the initial centroids are chosen. The gain in speed is
because of a better initialization obtained by k-means algorithm. The initial centroids are
correct to the degree of the linearity in subspaces of the samples. it should be mentioned
that the final clustering results are still approximate due to the optimization routine of the
k-means algorithm which make it susceptible to being trapped in local optimum. This is
more pronounced because now the initial centroids depend on the previous linear clustering
results. The speed improvement of this method is shown in Figure 9. The larger the
database of the patterns or the larger the training image, the larger is the improvement
gained using the proposed methodology.
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Figure 9: Comparison of kernel k-means with the proposed methodology of using k-means as an
initializer for kernel k-means centroids.
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5.3 Number of Clusters

One of the main issues in any classification is the decision that should be made by the user
on the number of clusters, prior to the algorithm. In kernel k-means method, a procedure
that can account for the feature space transformation should be applied (since we do not
know the points themselves but their dot products). In the previous paper [19], the optimal
number of clusters was selected on the basis of minimum description length (MDL) principle,
in a trade-off between the likelihood of the model to the given data and the complexity of
the model itself. However, the method was computationally expensive and every number
of cluster needed to be tested explicitly. A new automatic method is implemented which
is much faster than the previous technique and would provide a straightforward routine
for computing the optimal number of clusters. The simplicity is obtained by taking into
account of the fact that kernel analysis of the patterns has provided a database of all the
pairwise distances between the points. This, in fact, can be used in order to find the optimal
number of clusters. By analyzing the inherent structures within the distance matrix, which
is already available from kernel analysis, one is able to find the best number of clusters.
The details of the algorithm with an experimental proof is provided in [32].

6 Illustration of Previous Concepts

The concepts that were introduced in the previous sections, such as multi-dimensional
scaling and mapping into kernel space for clustering, will be analyzed in this section. First,
the training image used for the illustrations is introduced. This training image will be used
in most of the upcoming MPS experiments. Next, each step of the algorithm is explained
with examples, and the classification capability of the proposed method is compared with
filtersim method.

6.1 Training Image

The training image that was used to illustrate the previous concepts has binary sand/shale
channel structures. Figure 10 shows this training image. The workflow of the pattern
classification part of this study is outlined in Algorithm 1.

Here, a 100×100 training image is used, with a template size of 8×8. Multi-dimensional
scaling is performed on the pattern database and a lower dimensional representation of the
patterns is obtained. Kernel mapping is then applied in the MDS space to linearize the
data structure. The resulting MDS space and kernel space are shown in Figure 11. The
classification is then applied in kernel space and a set of 25 clusters were obtained. The
cluster prototypes are shown in Figure 12. Different skip-sizes and multiple-grid values were
tested as well as different distance functions. The classification result shown here is for the
case of proximity distance transform method and a 12-dimensional feature space with 25
clusters. It is notable that by having 12 dimensions, which is a huge reduction from the
original 64-dimensional pattern, a correlation coefficient of 0.99996 is obtained.

The benefit of MDS space to feature space transformation is illustrated in Figure 11.
As one can observe, the unstructured scatter of data points in the Euclidean space are now
distributed in a more structured fashion in the feature space, shown using the first three
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Algorithm 1 Pattern Classification

1: nTemplate ← Pattern Template Dimension
2: for all (nTemplate × nTemplate) patterns do

3: store in database
4: end for

5: Construct dissimilarity Matrix ∆
6: d ← Choose MDS dimensionality
7: for all overlapping sets of patterns do

8: if first set then

9: Map the patterns in that set
MDS7→ points in Rd

10: else

11: Map the (patterns in that set + overlapping points with previous set)
MDS7→ points in Rd

12: end if

13: end for

14: Map points in Rd 7→ kernel space F (implicit in algorithm)
15: K-means clustering in kernel space

 

Figure 10: Training Image used in this study having 100× 100 dimensions with 8× 8 template

principal components in that space.

 

Kernel Transform

 

Figure 11: patterns represented by points in the Euclidean space (MDS space) with their final
classified results shown in different colors (left figure), and feature space representation
of the same points having more linear behavior in a higher-dimensional space, but
shown in 3 dimensions (right figure)
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Finally, the prototypes of the resulting clusters are shown in Figure 12. Prototypes are
pixel-wise averages of all the patterns in each cluster. Recall that if the classification was
successful, then the patterns within one cluster should be similar. Visually, this translates
to prototypes that are “sharp”, i.e. contain values close to zero or one. In other words, if all
the patterns in one cluster are exactly the same (perfect classification) the average prototype
will be exactly a sample pattern within the cluster, and as such, a very sharp prototype
(distinct black and white pixels) will result. On the other hand, suppose that a cluster has
two completely different patterns (any 1 pixel in one pattern will be zero in the other one).
In this case, the average prototype will have all the pixels equal to 0.5, which results in
gray prototypes, assuming a black-to-white colorbar. For instance, cluster 23 in Figure 12
is considered sharp, while cluster 20 is not. According to these qualitative visual concepts,
a quantitative sharpness index which can help in validating the classification accuracy is
introduced. In simple words, if a pixel in a prototype is close to 0.5, which indicates poor
clustering, it is rated as zero and for the pixels close to 1 or zero, which indicates similarity
of the patterns within that cluster, a rating of 1 is assigned. The sharpness index is then
just an averaged sum of all these values. The formula for sharpness index is as follow:

Sharpness Index = SI =
1

k

k
∑

i=1

|2× vi − 1| ∈ [0, 1]

where vi = 1
nli

∑

k∈li
patk

T
(·) and k = number of clusters. However, suppose that a

pattern classification, with 25 clusters, resulted in 24 clusters having only 1 pattern and
the last cluster contains all the remaining patterns in the database. This results in a high
sharpness index, because the 24 perfect clusters, each with SI = 1, are averaged with one
cluster having SI ≈ 0.5. Therefore, to compensate for this situation, a weighted average of
each pattern sharpness index is calculated, with the weight being the number of patterns
in each specific cluster. As a result of this, the situation described above would accurately
result in a small sharpness index, indicating poor classification. The following formula is
therefore proposed:

Weighted Sharpness Index = WSI =
1

k

k
∑

i=1

(

nli

npat
T

)

|2× vi − 1|

One shortfall of this formula is produced by the pixel-wise averaging technique used
in obtaining the cluster prototypes. They utilize the same Euclidean distance comparison
method that was deemed unreliable [1]. That is to say that a “sharp” prototype results
from averaging the patterns that are similar pixel-wise. This has a misleading effect when
comparing different distance functions for their final classification capability. To avoid this
misinterpretation, two other sharpness indexes were also calculated accordingly. For both of
them, the prototypes are obtained by averaging the proximity transformed patterns, instead
of the original patterns. In this way, each prototype would be more informative of all the
patterns within that cluster.
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Figure 12: Cluster prototypes for all 25 clusters, more sharpness means better clustering

6.2 Comparison with Filter-Based Classification

The proposed algorithm in this study presents a very general and powerful technique for
pattern classification and analysis. However, being a new algorithm, a comparison with the
classification technique employed in the FilterSim algorithm is made. As mentioned before,
FilterSim uses 6 different filters to map the patterns into a 6-dimensional space, where the
pattern are classified according to their score values. On the other hand in this analysis,
only one measure - the dissimilarity between patterns - is used for pattern classification.
Another advantage is that by mapping the patterns to a lower dimensional MDS space,
different techniques such as k-means clustering, PCA and kernel mappings can be easily
applied on the data points. In order to judge the effectiveness of the proposed algorithm, a
sample training image is chosen, and the pattern clustering capabilities of both methods is
compared in terms of sharpness indexes.

The training image used here is shown in Figure 13. As can be seen, this looks like the
previous one. However, the dimensions of this training image is reduced to 51 × 51 which
is almost half the previous one. The patterns are identified using a 9 × 9 template. The
reason of using a lower-resolution training image with the same template size as before is
that more dissimilarities will be introduced between the patterns in the database, and hence,
the more difficult it will become to classify them. This can help us observe the differences
more clearly. In this case study, 20 clusters is chosen for the final results. In Filtersim, for
the sake of comparison, the k-means algorithm is also used for the classification method.

For comparison, one can look at the cluster prototypes. As was presented previously, the
sharpness index of a prototype is a good measure for the accuracy of pattern classification.
To this account, Figure 14 and Figure 15 show the prototypes of each cluster obtained by
FilterSim and the proposed method. The sharpness index of each prototype is indicated
below them. Visual perception indicates that a better classification is obtained within
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Figure 13: 51× 51 Training Image used for FilterSim comparison with 9× 9 template

this algorithm. Nevertheless, numerically speaking, Table 1 summarizes the average and
weighted average sharpness indexes for each case. The huge difference between these values
substantiates the powerful classification capability of this method in comparison with the
method employed in FilterSim.

Sharpness Index Weighted Sharpness Index
FilterSim Method 0.395735 0.399662
Proposed Algorithm 0.523792 0.523600

Table 1: FilterSim comparison with our method in terms of sharpness index
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Figure Figure 1919: : FilterSiFilterSim classification results; each subm classification results; each sub--figure shows the prototype of figure shows the prototype of 

Figure 14: FilterSim classification results; each sub-figure shows the prototype of each cluster

 

 

Figure 15: Better classification results of our algorithm (improved sharpness of the results in com-
parison to FilterSim shown above).
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7 Simulation

Having introduced various new techniques for pattern analysis and classification, we now
compare these techniques with filtersim by means of distances in a simulation framework.
Filtersim method is chosen for comparison because of the similarities of the proposed ap-
proach to filtersim. Simpat, on the other hand, does not perform any classification on the
patterns. During the course of simulation, simpat finds the most similar pattern to the
data event by ana exhaustive search in the pattern database. The classification approach,
used in the pattern-based MPS method of filtersim, provides tremendous computational
improvements over simpat. A program has been coded to follow the same procedures as
in filtersim. However, in here, patterns will be mapped to MDS space, and will then be
classified in kernel space. The rest of the methodology is almost similar to filtersim, in
which, the data event is compared with cluster prototypes and the most similar one will
be selected to obtain the pattern that is going to be pasted on the simulation grid. This
procedure continues until all the nodes on the simulation grid have been visited. First, in
this section, a new automatic methodology for selecting the template size will be provided.
Next, the the MDS-related procedure for filling up the unknown nodes of an incomplete
pattern during the course of the simulation will be outlines. And finally, some comparisons
between the proposed algorithm and filtersim will be made using different training images
and geological scenarios.

7.1 Template Size Selection

In order to generate realizations in any geostatistical simulation, one needs to know some
statistical measures related to the reservoir model under study. For example, in sequential
Gaussian simulation, a mean and a variogram alone are sufficient to generate realizations.
Variogram, which is a two-point statistical measure, provides a range such that two sam-
ple points with that distance apart would be uncorrelated. Similarly, in multiple-point
geostatistics, one acquires the statistics from a conceptual training image. However in
two-point statistics, the variogram range is implicitly taken into account by the formula-
tion. There is no need for the range to be provided explicitly. But in multiple-point facies
modeling, the relevant statistics should be clearly defined by means of a template size. In
probabilistic approaches, such as snesim, it corresponds to the search neighborhood for the
calculation of probabilities, and in pattern-based approaches, such as simpat and filtersim,
it corresponds to the size of the patterns that are used for generating realizations. So far,
selection of the true template size, associated with the training image, has been made with
trial-and error by analyzing the reproduction of patterns and large-scale structures in the
simulated realizations. In the next section, an algorithm that automatically selects the op-
timal template size will be provided. And afterwards, its application on different training
images will be explored.

7.1.1 Algorithm

The template size depends on the small-scale structures as well as on the training image
resolution and the actual features themselves. If the template size is chosen very small
concerning the actual features (i.e. the actual features are insufficient represented within
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the template) the statistics will differ strongly for each template window. Therefore, the
template size should be chosen as small as possible to improve small-scale structures but it
should be chosen as large as necessary to represent the actual features.

Previously, the application of two-point entropy to analyze the training image and obtain
a 2D entropy map of points in an arbitrary template has been applied in [5]. The 2D
entropy map provided an insight into the features of the training image and was used to
reveal the template size. However, a clear methodology on the calculation of template size
is not provided and a subjective visual analysis of the map is used for this selection. In
this paper, the same general concept of entropy will be used in order to find an optimal
template size. However, a much simpler single-point entropy is considered instead of the
two-point entropy.

Entropy is a statistical measure of randomness that can be used to characterize the
texture of the training image. Similar to Shannon’s treatment of the English language [23],
we can analyze patterns as realizations of random variables. A simple model would assume
that each node is an i.i.d. realization. The normalized histogram of a pattern can be an
estimate of the underlying probability of node values. The entropy of a pattern with the
dimensions of nxnynz can be computed as follow:

H =
K
∑

i=1

pi log (pi)

where K = number of possible outcome of the random variable, and pi represent the prob-
ability mass function (i.e. histogram). High entropy relates to more randomness. Generally
speaking and despite some exception, as the template size grows, the entropy of the pat-
terns of a training image should increase. The reason behind that lies in the Shannon’s
source coding theorem. In information theory, Shannon’s entropy measures the informa-
tion contained in a message as opposed to the portion of the message that is determined
(or predictable). Therefore, Shannon’s definition of entropy, when applied to patterns, can
determine the minimum information required in order to reliably represent the pattern as
encoded binary digits. Therefore, by increasing the template size in a stationary training
image, two different behaviors will be observed. In the first stage, the entropy would sharply
increase since the average number of bits of information needed to encode or compress the
patterns is increasing. At a later stage, where the template size has increased above the
window that represents the stationary features of the training image, Shannon’s entropy
would increase at a much slower pace, since the information needed for encoding a large
pattern, that has some stationarity features, is approximately the stationary feature of the
training image itself. According to these concepts, the algorithm for finding the optimal
template size is straightforward.

Automatic template selection starts by scanning through the training image with dif-
ferent template sizes. A bound should be provided for the sizes that need to be tested.
Generally in MPS algorithms, since the template sizes are odd values, the bound for the
2D square templates is the following: T = { (3 × 3) , (5 × 5) , . . . , (n′ × n′ ) }, where n′ is
chosen arbitrarily as n′ = 0.4 ×max(Nx, Ny), where Nx and Ny are the dimensions of the
training image. The mean entropy of all the patterns having a specific template size would
be calculated and plotted with respect to the template size. As will be seen later, the mean
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entropy would increase dramatically in the beginning, and will start to flatten out as an
ideal template size is reached. Hence, one needs to picks the elbow of that plot as the point
representing the optimal template size. According to the previous described algorithm, the
profile log-likelihood of the mean entropy will be calculated and the maximum would be
chosen as the elbow. However, in order to obtain a more robust value which would not
depend on the maximum number of template size analyzed within the bound, we apply
the maximum profile likelihood on the forward second difference of the mean entropy curve
(f ′′i = f ′i+1 − f ′i = fi+2 − 2fi+1 + fi). The reason is that the second derivative of a curve
represents its curvature. and therefore the curvature would increase from a negative value
and more significantly flatten out near zero in the later stage. For clarity, the approach is
outlined in Algorithm 2. It should be noted that this approach is not CPU demanding in
comparison with the effort that has to be put for manually finding the ideal template size.
Entropy calculations are really fast due to the single-point entropy measure used through-
out the algorithm. In the next section, some examples will be provided on the effectiveness
of the proposed methodology.

Algorithm 2 Automatic Template Selection

Require: Stationary training image {TI (Nx ×Ny)}
1: n′ ← 0.4×max(Nx, Ny)
2: Set the bound for template sizes: T = { (3× 3) , (5× 5) , . . . , (n′ × n′ ) }
3: for Template size (si × si) = T (1) to T (end) do

4: Window W ← W (si × si)
5: Construct pattern database {PatdbW : patterns obtained with the window W}
6: H ← 0
7: for all Patterns ∈ PatdbW do

8: H ← H + Entropy(Patterns)
9: end for

10: Ei ← H/(number of patterns ∈ PatdbW )
11: end for

12: for i = 1 to (n′ − 2) do

13: Ei = Ei+2 − 2Ei+1 + Ei

14: end for

15: P ← Maximum profile log-likelihood of E1:(n′−2)

16: return Optimal template size: P × P

7.1.2 Experiments

In order to effectively asses the applicability of this algorithm, we start by a very simple
training image such that the optimal template size would be apparent. The training image
is constructed by filling it with 6 × 6 squares, everywhere. Before analyzing the training
image, it should be mentioned that the true optimal template size should be 5× 5, because
the stationary features of the training image are not the squares themselves, but the two
perpendicular lines of each square. Therefore, the stationary feature that is repeated is
actually of size 5×5. The training image is shown in Figure 16. The mean entropy curve is
also plotted. It can be seen that there is a large jump at template size 5× 5 and afterwards
becomes almost flat. The profile log-likelihood used for automatic selection of the elbow is
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also shown to demonstrate the exceptional match with our visual inspection.

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35
-0.2

-0.15

-0.1

-0.05

0

0.05
Entropy Plot

Template size

M
e
a
n
 E

n
tr
o
p
y

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35
40

45

50

55

60

65

70
Profile Log-likelihood

Template size

lo
g
-l
ik

e
li
h
o
o
d

101x101 training image 

consisting of 6x6  squares

Representative pattern (feature) 

being repeated in the training 

image is two perpendicular 

lines, and not a square. !

"

The actual smallest template 

size is 5 x 5 to capture the true 

feature of the training image

1

3

5

4

2

1 2 3 4 5

5

Figure 16: The application of automatic template selection on a square-filled training image, show-
ing mean entropy curve (lower left) and profile log-likelihood of that curve (lower right),
indicating the best template to be of size 5× 5.

The next experimental training image is more complex. The binary training image is
generated using the TIgenerator utility in S-GeMS. The only feature chosen for constructing
the training image is a circle with the diameter of 11. However, there is more complexity in
this training image than in the previous one due to the interaction of the circles with each
other. There is no single feature that could be extracted and assumed to be the optimal
feature. One has to account for the interactions which creates other shapes in the MPS
simulation. For that matter, the best template size that can generate the most visually-
appealing realizations will be chosen by a set of MPS simulations using different template
sizes. Here, the inner patch is always set equal to the template size to increase the reliability
of the assessment. 6 different templates with sizes (11 × 11) , (13 × 13) , . . . , (21 × 21) are
chosen for simulation. Because of our prior knowledge on the smallest feature (circle)
in the training image the minimum template size is set to 11 × 11 . The selection of
the best realization out of these 6 is a subjective task. Hence, to simplify the selection,
the realizations that have reproduced the original feature, a clean circle, will be assumed
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acceptable. The training image and the resulting realizations are shown in Figure 17. It can
be seen that the realization obtained by templates of the sizes of (17×17) , (19×19) , (21×21)
contain a clean circle like the original feature. Therefore, one expects the algorithm to
produce the same results. The application of the algorithm on this training image is shown
in Figure 18. According to the figure, the best template size, as expected, is obtained to be
17× 17 (although 19× 19 can also have equal effects on the simulations).

101x101 training image 

consisting of 10x10 circles

Representative pattern (feature) 

used for generating the training 

image. It needs to be present at 

least once in the realizations.

Minimum odd-sized template to 

be able to capture the circular- 

shaped feature  =  11x11

Template size =  11x11 Template size =  13x13 Template size =  15x15

Template size =  17x17 Template size =  19x19 Template size =  21x21

Circular representative 

feature exactly reproduced 

in the realization

Figure 17: The training image and the original feature used in its construction are shown on top.
6 different realization using different template sizes are shown in the middle and lower
parts of the figure.

A more complex 2D training image consisting of channels (sand/shale) is also tested
with this methodology. This training image has no special feature related to it. Therefore,
human interpretation is a necessity. A sensitivity analysis has already been made on filtersim
parameters in [24]. In this paper, the exact same training image is used for the sensitivity
analysis of the realizations to the template dimension. The templates that were tested
are (7 × 7) , (11 × 11) , (15 × 15). The best realization that resulted in a good channel
connectivity and large-scale pattern reproduction has been generated by a template size of
11× 11. Applying our algorithm on this training image yields 13× 13 for the best template

26



1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37
0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
Entropy Plot

Template size

M
e
a
n
 E

n
tr
o
p
y

5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35
20

22

24

26

28

30

32

34

36

38

40
Profile Log-likelihood

Template size

lo
g
-l
ik

e
lih

o
o
d

Profile Log-LikelihoodEntropy Plot

Figure 18: The application of automatic template selection on a 2D training image consisting of
circles. Mean entropy curve (left) and profile log-likelihood of that curve (right) indicate
the best template to be of size 17× 17.

size as shown in Figure 19. This template dimension was not tested in the mentioned paper,
but a closer look at the profile log-likelihood of the entropy curve suggests that 11× 11 is
also a good estimate for the template dimension as it is very close to the global maximum.

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37

0.4

0.5

0.6

0.7

0.8

0.9

1
Entropy Plot

Template size

M
e
a
n
 E

n
tr
o
p
y

5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35
25

30

35

40

45

50
Profile Log-likelihood

Template size

lo
g
-l
ik

e
li
h
o
o
d

13

Figure 19: The application of automatic template selection on a 2D channelized training image.
The figure shows the training image (left), the mean entropy curve (middle) and the
profile log-likelihood (right). The best template dimension of 13×13 has been obtained.

A worthwhile study would be the application of the proposed approach for template
selection on a non-stationary training image. A non-stationary training image does not
have a clear optimal template size because no template can adequately find a specific scale
for the features in the training image but the training image itself. Therefore, one expects
that the proposed method would provide us with an entropy curve, that increases non-
linearly, does not reveal any elbow. In other words, the second derivative, f ′′, of the
entropy curve is almost constant in the non-stationarity case. The non-stationary training
image and the comparison with a stationary one are shown in Figure 20. The entropy of
both of the training images are shown in the lower left part. Evidently, a clear elbow is
spotted in the stationary case, but no elbow can be identified in the non-stationary case.
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If we calculate the second derivative of these two curves, as show in the lower middle plot,
the non-stationary case leads to a constant curvature in contrast to the stationary one.
In spite of all these differences, one expects the variance of the entropies observed within
each specific template dimension should significantly decrease to zero when the template
size grows larger than the optimal size. However, in contrary to the stationary case, the
non-stationary training image’s variance does not drop to zero. This indicates the existence
of non-stationary regions over the tested template sizes.
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Figure 20: The application of automatic template selection on a non-stationary training image
and the comparison with a stationary training image. The plots represent the mean
entropy curve (left) and the second derivative of entropy curve (middle) and the vari-
ance of the entropy values (right) for both stationary and non-stationary cases. The
plots demonstrate the non-existence of an appropriate template size for non-stationary
training image.

7.2 Incomplete Pattern

In an unconditional sequential simulation, a data event devT(u) is defined as the set pre-
viously simulated values found in the template T centered on the visited location u where
T is the same template used to scan the training image.

Therefore, an essential aspect for improvement in the new proposed methodology is a
procedure to handle these incomplete data events. Incomplete, in simulation terms, refers to
a situation that not all of the nodes within a chosen pattern template have been visited; and
their values are still unknown. This situation is encountered when some nodes in a pattern
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are already determined as being, in case of binary sand/shale, zero or one but the rest of
the nodes are yet unresolved. Therefore, a solution to mapping an incomplete pattern to
MDS space needs to be found. This will ensure the applicability of dimensionality reduction
for the rest of the simulation in the same manner as the pattern clustering section. One
simple idea for the binary case is to assign a value of 0.5 for the unknown nodes right
before mapping them into the MDS space. Value of 0.5 has a null characteristic in term of
dissimilarity distance search in the Euclidean framework, because the absolute difference of
0.5 with either one or zero is the same. For the continuous case however, one can opt to
calculating the distances between the known nodes since it will provide the same mapping
but in a different scale. This limitation is due to the fact that 0.5 is not a spatial average
of the pattern values. Unknown nodes be assigned with a continuous value which can not
be averaged between the patterns and will produce a biased distance calculations towards
the mean of the spatial structure.

During the course of MPS simulation, the algorithm aims at finding the closest pattern
to a specific data event. If one tries to map an incomplete pattern to MDS space using all
the patterns in the pattern database, a different configuration needs to be found not only
for the additional data event, but also for each of the patterns in the database. Hence,
during every search for the most similar pattern, one new MDS mapping has to be executed
over the entire database plus the additional incomplete pattern. Although MDS technique
has been tremendously improved in terms of computation, mapping an incomplete pattern
for every single node in a large 3D simulation grid makes this approach inappropriate. One
simple solution for this problem is to use the same idea of SEQ-MDS technique, which
was introduced before, to map the new incomplete pattern. This is done by randomly
selecting a number of patterns (greater than the dimensionality of MDS space) from the
pattern database and combining them with the incomplete pattern into one set, and then,
performing the SEQ-MDS method over this set. However, assuming the set to be composed
of n patterns, each mapping will consist of n2 distance calculations, which is cumbersome.
In order to reduce the number of distance calculations in each loop of the algorithm, a pre-
defined set of patterns need to be found prior to simulation so that the distances between
each of them can be stored beforehand. This way, the number of distance calculations will
decrease dramatically . A random selection of these pre-defined patterns does not ensure
an accurate MDS mapping. Therefore, the pre-selected patterns need to effectively span
the lower-dimensional space. To resolve this issue, a fast k-Medoid algorithm is applied on
all of the points in MDS space in order to find a sample representative set of patterns for
future mappings. Algorithm 3 summarizes the procedure on handling the incomplete data
events in MDS mapping.

In summary, after mapping all the patterns to the MDS space, a set of representative
points will be selected by a k-medoid algorithm, and any future mapping of data events will
be carried out by SEQ-MDS technique using the small representative subset of the patterns
and the data event.

In general, selecting a subset of patterns for mapping will result in an approximation
as compared to using the entire database. However, it is believed that the selected sub-
set of patterns are the ones that will minimize the global reconstruction error between the
mapped patterns using the entire dataset and the mapped patterns using the representative
set. In order to test the effectiveness of this algorithm, the channelized 2D training image
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Algorithm 3 Incomplete Pattern Mapping

Require: Pattern database PatdbT
1: Map the patterns ∈ PatdbT

MDS7→ points in Rd

2: A subset of patterns S : {s1, . . . , s2d}� using k-Medoid algorithm in MDS space Rd

3: Store ∆2d×2d
S

, dissimilarity distance Matrix, of set S
4: for all devT(u)) : Incomplete data events during the course of simulation do

5: Unknown nodes ← 0.5
6: S ′ ← S ∪ devT(u)
7: Construct ∆

′

S
by using ∆S and S ′

8: SEQ-MDS mapping of ∆
′

S

9: obtain devT

MDS(u)
10: Do closest pattern search in the low-dimensional MDS space
11: Paste it on the simulation grid
12: end for

(sand/shale), shown before, has been used. 2209 patterns of 9 × 9 were mapped to a 12-
dimensional MDS space, and then, k-Medoid algorithm is applied to find 60 representative
subset of patterns. In an ideal case, by selecting a complete pattern from the database and
applying the proposed algorithm, the true coordinates of the mapped point (i.e. using the
whole dataset for mapping) is obtained. Therefore, a random pattern is first selected from
the database and is mapped to the MDS space using a the proposed methodology and its
reconstruction error is examined. The results are shown in Figure 21. Here, in order to
visualize the 12-dimensional MDS space, a parallel coordinate is plotted where the x-axis
represents the coordinates. The gray lines represent the entire database of patterns, and
the black line and red line show the true coordinates of the pattern and the approximated
coordinates, respectively. 3 different test patterns were chosen and their mapped MDS co-
ordinates are shown. Clearly, the proposed algorithm provides a fairly good approximation
in terms of MDS mapping. It should be mentioned that the first coordinates (smaller index)
have greater significance on the results, due to the larger influence of the sorted eigenvalues
relating to them as shown in Figure 21.

Another experiment is conducted to assess the handling of incomplete patterns. Some
nodes in the middle region of a pattern are assumed unknown, and assigned a value of 0.5.
The applicability of the method is assessed by mapping the incomplete patterns to MDS
space with the proposed approach. Next, the search for the closest point is carried out in the
low-dimensional MDS space. In order to evaluate the accuracy of the mapping, the closest
pattern corresponding to the closest point is selected as the approximate outcome of the
mapping. Figure 22 illustrates two examples having different unknown node regions. It is
observed that even in an incomplete case, one can reasonably reconstruct the missing nodes.
It should be kept in mind that the approximate mapping does not affect the simulation
capability of the MPS method. Because the MPS algorithm, first, tries to find the closest
prototype to the data event, and hence even with a small error, the cluster that the data
event belongs to can be correctly retrieved.
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Figure 21: The application of new pattern mapping (data event) to MDS space using a subset of
patterns by the proposed SEQ-MDS method. The patterns from database is shown on
left, and the 12-dimensional MDS coordinates are shown on right. Gray lines represent
the entire database, black line represents the true coordinates and red line represents
the approximated coordinate.
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Figure 22: The application of incomplete pattern mapping to MDS space using a subset of patterns.
Unknown nodes are represented by yellow, and the closest pattern to the obtained MDS
point is shown.

7.3 Simulation Comparison

In this section a comparison of the proposed method will be made with the filtersim method.
The filtersim results are obtained using the S-GeMS software. S-GeMS is the Stanford geo-
statistical modeling software that implements several geostatistical algorithms including
multiple-point geostatistics paradigm as explained in [28]. Hereafter, several different train-
ing images corresponding to different subsurface structures will be used for comparison.

Simple binary 2D training image: In order to better capture the differences, a simple
training image is used. This training images is similar to a puzzle board, consisting of
distinct rectangles only. The size of each rectangle is 6 × 6. The training image is shown
in Figure 23. According to the previous algorithm on automatic selection of template size,
we conducted the simulation with inner patch = 5 × 5 and template size = 9 × 9. Some
unconditional simulations were done and the most visually appealing simulated realization
between 3 different attempts were chosen for illustration. In this analysis, the number of
clusters were initially chosen to be k = 100, due to the small number of distinct patterns in
this simple training image. It can be seen in Figure 23 that filtersim can not reproduce the
true patterns inherent in the training image as good as the proposed method. There are
many discontinuous lines in Filtersim results in comparison with our results. This stems
from the poor pattern selection methodology in Filtersim. However, by increasing the
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template size to 13× 13 a better pattern reproduction is observed. A Filtersim realization
and its comparison with the proposed method are also shown for this template size in Figure
23. Besides a small region on top left corner of Filtersim realization, the rest of the patterns
follow the conceptual training image. However, the proposed methodology, in this case,
produces a perfect realization.

101x101 training image 

consisting of 6x6 rectangles

FilterSim Realizations Proposed Methodology Realizations

9x9 Template Size 

5x5 Inner Patch 

k = 100 clusters

13x13 Template Size 

5x5     Inner Patch 

k = 100 clusters

Figure 23: Comparison of Filtersim with the proposed methodology for the training image shown
above. Different template sizes of 9× 9 and 13 times13 are illustrated for comparison.

complex binary 2D training image: Next, a more geologically realistic training image,
the same training image shown in Figure 10, is used for comparison. This training image
represents a channelized depositional system. The parameters of the simulation in both
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Pattern Template 9× 9
Inner Template 5× 5
Number of MultiGrids 3
Clustering Method K-means
Number of clusters 100

Table 2: Simulation parameters

filtersim and the new proposed methodology are provided in Table 2.
Two different unconditional realizations, generated by the presented method and the

filtersim, are illustrated in Figure 24. It can be clearly observed that in the case of filtersim,
by using 100 clusters, the complex spatial patterns provided through the training image are
not reproduced. There are several discontinuities. Also, the large-scale spatial features are
not captured to any extent. On the other hand, the proposed method can clearly enhance
the pattern reproductivity.

It is noteworthy to mention that this impressive pattern reproduction in our method does
not render filtersim as incompetent. One of the key parameter affecting filtersim simulated
realizations is the number of clusters. By choosing a much larger number for this parameter,
namely 1600 in this case, the same quality of pattern reproduction and connectivity as seen
in the new proposed methodology should be observed. However, considering the total
number of pattern in the pattern database, this large number of clusters results in the
filtersim algorithm to perform similar to simpat method. In simpat, each data event is
compared with all the pattern in the database in order to find the most similar one. Choosing
a large value for the number of clusters, such as 1600, will result in nearly all of the clusters
to consist of only one pattern, and therefore, the search for the closest cluster prototype is
basically a search for the closest (most similar) pattern. By removing this redundancy in
filtersim algorithm, a faster and a computationally less expensive algorithm can be obtained.

The effect of changing the number of clusters in filtersim is tested and a comparison is
made with our method. Intuitively, by increasing the number of clusters, the realization will
look much closer to the conceptual training image. However, due to the poor classification
capability, filtersim can not reach the effectiveness of our proposed method even with 100
clusters. The results are illustrated in Figure 25. The improvement brought by our method
is evident in the provided realizations.
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(a) Proposed Method #1 (b) Filtersim Method #1

(c) Proposed Method #2 (d) Filtersim Method #2

Figure 24: Simulated realizations using both the (a,c) new proposed methodology and (b,d) fil-
tersim. There is a clear superiority in terms of spatial pattern reproductivity in the
proposed method by using the same set of parameters. Two different realizations have
been generated.
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(a) Filtersim with k = 200 (b) Filtersim with k = 400

(c) Filtersim with k = 800 (d) Filtersim with k = 1600

Figure 25: Filtersim resulting realization with increasing number of clusters, k, in k-means clus-
tering.

One other aspect that strongly affects the simulated realizations is the search template
and inner patch sizes. The choice of the template size depends on the complexity and
the scale of the patterns to be reproduced. Generally speaking, by increasing the size of
the template size and inner patch, realizations will look much closer to the training image
patterns and hence the pattern reproduction will improve. In order to see this effect on
both filtersim and the proposed method, a bigger template size of 13×13 and a bigger inner
patch of 7× 7 is chosen for simulation. The results are shown in Figure 26. Noticeably, the
increase in the search template did not produce much better realization for cluster numbers
of 100 and even 400. On the other hand, the proposed method was robust and could
reproduce reasonably-appealing realizations with the training image. This demonstrates
the robustness of the algorithm and its low sensitivity to the parameters required as input
to the algorithm.
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(a) proposed method, k = 100

(b) Filtersim, k = 100 (c) Filtersim, k = 400

Figure 26: Simulated realizations with search template of 13 × 13 and inner patch of 7 × 7. (a)
For the proposed method with 100 clusters, (b,c) for Filtersim method with 100 and
400 clusters respectively.

quasi-stationary binary 2D training image: A more challenging training image that
represent meandering channels is chosen in this analysis. According to [31], the meander
train is assumed to be the result of the stochastic fluctuations of the direction of flow due
to the random presence of direction-changing obstacles in the river path. The training
image characterizing this behavior exhibits quasi-stationary, hence difficult, channel struc-
tures. The application of the proposed methodology is tested on this training image and is
compared with filtersim results.

Figure 27 shows the 111× 111 training image and the parameters used for the multiple-
point simulation. A search template of size 15× 15 and an inner patch of 9× 9 is selected.
For the proposed methodology, 1000 is chosen as the number of clusters, and 2000 for
filtersim method. This advantage is provided for filtersim to reduce the approximation
effects of random pattern selection from each cluster, as the number of patterns inside a
cluster will be significantly reduced. Three different realizations, using both methods, is
shown in Figure 27. Clearly, filtersim results are less structured than the realizations from
the proposed method. It should be mentioned that by changing the parameters of the
algorithm, one can obtain better realizations that honor large-scale features. However, the
general approach of selecting the closest cluster and randomly selecting a pattern from that
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cluster causes poor pattern reproduction especially in the final multiple-grid simulation.
The idea of generating new patterns will eventually improve on this matter.

Meandering training image 

consisting of complex features 

111

1
1
1

Search Template 

Inner patch

15 15 

Multiple-grid / Multiple-resolution settings

9 9 

1000

3

Number of clusters in the proposed method 

Number of clusters in the filtersim    method 2000

Simulation Parameters

Realization #1 Realization #2 Realization #3

Realization #1 Realization #2 Realization #3

Filtersim Method

with proportion 

matching with 

training image

Proposed Method

without proportion 

matching

Figure 27: Comparison of Filtersim with the proposed methodology for a quasi-stationary mean-
dering training image. Three realizations are shown for filtersim (top) and the proposed
method (down).

4-facies categorical 2D training image: Next, some unconditional simulations were
performed on a categorical training image with 4 different facies using filtersim and the
proposed method. The training image used is of size 101× 101, which is a rescaled version
of the training image of [29]. The 3 best results between different realizations are shown
in Figure 28. Here, the template size of 11 × 11 and inner patch of 7 × 7 was chosen
according to the pattern homogeneity scale. Similar to previous results, it can be observed
that the proposed method can better honor the provided conceptual geological model. More
distortion exists in the filtersim realizations. This originates from the incapacity of filtersim
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classification to regroup training patterns with extremum values within a small number of
classes is even more important at the coarse scale (first grid being simulated), because of
the large scale template. On the other hand, in the proposed method, a better coarse scale
simulation result will considerably improve the final pattern reproductivity.

101x101 Categorical Training Image

Facies 1

Facies 2

Facies 3

Facies 4

Realization #1 Realization #2 Realization #3

Realization #1 Realization #2 Realization #3

FilterSim realizations

11x11 Template size 

5x5     Inner patch

k =  100 clusters

Proposed method

11x11 Template size 

5x5     Inner patch

k =  100 clusters

Figure 28: Comparison of Filtersim with the proposed methodology for a categorical training im-
age. Template size of 11 × 11 and an inner patch of 7 times7 are used for simulation.
3 realizations are shown for filtersim (top) and the proposed method (down).

It should be mentioned that the filtersim realizations have been forced to match the
training image proportions, whereas no histogram matching has been performed on our
realizations. This proportion matching tries to produce realizations that look similar to the
training image in one-point statistical sense. In order to see how filtersim would behave
without this external influence on the simulated realization, 3 different unconditional simu-
lation were generated using filtersim. The result are shown in Figure ?? A poor pattern and
histogram reproduction in the realizations is evident. This validates the dramatic improve-
ment of our proposed method to filtersim, since these are the realizations are generated
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with the same parameters as in our method.

Realization #1 Realization #2 Realization #3

Figure 29: Unconditional filtersim results using the previous categorical training image but without
any histogram matching. Template size of 11×11 and an inner patch of 7×7 are used for
simulation. These are the realizations that should be compared with the ones generated
using the proposed method.

Continuous 2D training image: A continuous training image, consisting of thick and
narrow cracks as its extreme features, is used for this analysis(obtained feom [11]). The
training image is of size 159 × 159. For this continuous multiple-point simulation, 200
clusters are used for k-means algorithm due to more variability in pattern database. The
dissimilarity function used in the continuous case is the manhattan distance function, since
the distance proximity transform is inappropriate for a continuous pattern and one needs
to clearly take care of the any edges in the patterns. 3 different realizations are generated
with filtersim and the proposed method. The results are shown in Figure 30. In this specific
continuous case it is difficult to distinguish between a good or bad pattern reproduction.
High values that are close to one or the edges of thick cracks alter ones perception about
the goodness of the reproduced patterns. However other structures/patterns, which are not
apparent to the human eye, should also be taken into account. Statistical measures, such
as histogram or variogram can be chosen for comparison. But in this case the one-point
and two-point statistical measures match closely to the training image. Thus, we comply
with the visual inspection of the realizations. It can be inferred from Figure 30 that the
proposed method can produce slightly better realizations than filtersim. In the proposed
approach, we have removed some of the patterns in the first and second multiple-grids due
to the limitation on matrix sizes in Matlab environment. A C++ implementation of the
code, which would have no memory limitation as in Matlab, can improve on the small scale
pattern reproduction and general performance of the algorithm.

binary 3D training image: The application of a 3D training image on both methods
is tested next. One unconditional realization is generated using filtersim and the proposed
method. The training image is a binary sand/shale conceptual model with the dimensions
of 69 × 69 × 39. A template size of 15 × 15 × 9 and an inner patch of 9 × 9 × 5 with a 3
multiple-grids setting is chosen for the simulations. The resulting realizations are shown in
Figure 31. The figures demonstrate that the proposed methodology can adequately model
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Inner Patch       11 x 11 

Nb. Of Clusters       200

Figure 30: Continuous training image (159× 159) shown on top is chosen for comparison. Three
different filtersim realizations (middle) and three different realization using the proposed
method (bottom) are shown.

complex, 3D geological scenarios. On the other hand, filtersim realization display poor
pattern reproduction. Given the result of Figure 31, one might argue that, it may be possible
to obtain better realizations using a larger template size in filtersim to adequately capture
the desired large-scale patterns, but it is assumed appropriate for the comparison. Figure
32 shows three random horizontal slices of the training image and the realizations for better
visual analysis. It is evident that the proposed methodology can also handle 3D training
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images as well as it does 2D training images. Moreover, due to the dimensionality reduction
obtained by MDS mapping, the pattern dimensions, which are 15×15×9 = 2025, are reduced
to 118 dimensions with the automatic dimensionality selection. This has a great impact on
the speed of the simulation (i.e., pattern similarity search during the simulation) especially
in the case of the final multiple-grid. Although the code is implemented in a Matlab
environment, faster executions are observed in comparison to the filtersim implementation
which is in C++. However, due to the size restrictions on the matrices in Matlab, half
of the patterns are randomly selected for the analysis, and this can somehow reduce the
overall strength of the algorithm.

3D training image 

69 x 69 x 39

69

39

Shale

Sand

Filtersim realization The proposed method realization

69

Figure 31: 3D unconditional simulation on a 69× 69× 39 training image shown in top. Filtersim
realization (on left) and the proposed method’s realization (on right) are illustrated for
comparison.

The improvement of the proposed method was established by visual inspection of the
training image. In order to eliminate this subjectivity, one needs to quantify the pat-
tern reproductivity of each method. Two-point statistics often cannot fully characterize
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3D training image 

Slices at:  k = 7 

k = 20 

k = 39

69

39

Shale

Sand

Filtersim realization slices The proposed method realization slices

69

Figure 32: 3 slices of the training image (on top) and two realizations, one from filtersim (on left)
and the other from the proposed method (on right), are shown on horizontal planes at
locations 7, 20 and 39.

geological arrangements containing curvilinear features and other complex shapes. There-
fore, a common multiple-point statistic, called multiple-point histogram, is chosen for the
analysis [21]. A multiple-point template of the size 3 × 3 × 2 is chosen. Every single bi-
nary configuration of this template is searched in the 3D realization and their frequency is
obtained. This multiple-point template produces

∑18
i=1

(

2i−1
)

= 262143 different configu-
rations. These multiple-point statistics also contain all lower-order statistics as well. By
indexing each configuration, one can plot their frequency with respect to their configura-
tion. The multiple-point histogram (MPH) plots for the 3D training image (reference), one
filtersim realization and one realization of the proposed methodology are shown in Figure
33. There are some differences between the realizations MPH and the training image MPH.
This can be due to the (1) bad template size selection for simulation, (2) and the variation
between the original template size used for the simulation and the one used for the his-
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Multiple-point histogram error

Filtersim Method The proposed Method
60912 37496

Table 3: MPH errors

togram evaluation. Be that as it may, one can calculate the absolute error between these
histograms as a measure of the goodness of the realizations. The error is obtained according
to the norm-1 difference as follow:

error =

d
∑

k=1

|CTI
k − Crealization

k |

where CK = {count of the patterns with configuration index of k}, d = number of configurations =
∑nxnynz

i=1

(

2i−1
)

, where nx, ny, nz are the multiple-point template dimensions. The result-
ing errors are shown in Table 3. It can be seen that the proposed method has a better
multiple-point histogram reproduction than filtersim.

One may argue that the absolute error between the histograms is not a good measure
as the proportions of sand and shale can significantly change the one-point statistics of a
histogram. In order to obtain a better measure, we calculated the JensenShannon (JS)
divergence. It is a popular method of measuring the similarity between two probability
distributions, which is based on the Kullback-Leibler divergence. The Kullback-Leibler
(KL) divergence is a measure in statistics that quantifies in bits how close a probability
distribution p = {pi} is to a model (or reference) distribution q = {qi} [22],

DKL (p ‖ q) =
∑

i

pi log
pi

qi

DKL will be zero if the distributions match exactly. Because of the non-symmetric be-
havior of KL divergence, a similar divergence will be used instead. Jensen-Shannon di-
vergence (JSD) is a symmetrized and smoothed version of the Kullback-Leibler divergence
DKL (p ‖ q). It is defined by

DJS (p ‖ q) =
1

2
DKL (p ‖m) +

1

2
DKL (q ‖m)

where m = 1
2 (p + q). Intuitively speaking, a common technical interpretation is that the JS

divergence is the coding penalty associated with selecting a distribution q to approximate
the true distribution p. In the case of the multiple-point histogram, the closer DJS is
to zero, the closer are the two histograms, and hence, the better pattern reproductivity.
The resulting divergences are shown in Table 4. It can be easily seen that the realization
generated with the proposed method provides a smaller DJS than the one from filtersim.
This proves the better multiple-point statistical outcome in the proposed methodology.

7.4 Data Conditioning

One of the main advantages of multiple-point statistical methods over object-based simu-
lations is their capability in conditioning the realization to dense hard and soft data. They
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Figure 33: Multiple-point histogram (MPH) of the models, considering the multiple-point template
of size 3 × 3 × 2. x-axis is labeled according to the index related to the multiple-
point configurations, and y-axis represents the number of observed instances of each
configuration.

provide auxiliary information that, if integrated within the model, will reduce the uncer-
tainty in the generated realizations. To perform a full comparison of the filtersim method
with the proposed methodology, hard data conditioning will be examined in this section.

In filtersim, hard data conditioning is carried out by giving different weights to different

45



DJS ( histTI ‖ histRealization )

Filtersim Method The proposed Method
0.0705 0.0513

Table 4: JensenShannon divergence between the multiple-point histogram of the training image
with respect to each realizations.

node locations in the similarity measurement. For example, hard data nodes are given 0.5,
and frozen nodes 0.3, and the rest of the nodes 0.2 for the weight. Then the closest cluster
prototype is found by minimizing the weighted similarity function. In order to have a reliable
comparison in this section, the same approach as filtersim is implemented in the proposed
algorithm. There is no limitation in our algorithm to provide weights in the dissimilarity
functions. It should be mentioned that weighting different node locations is performed just
for comparison purposes. Alternative approaches are currently being considered.

First, the channelized training image (sand/shale) is chosen for testing purposes. In the
first test, 5 hard data are chosen for analysis. The E-types are used to check the quality of
conditioning. If the algorithm conditions properly, an E-type should give less uncertainty
near the hard data points. Therefore, 100 realizations are generated using the proposed
method and filtersim and sgsim (with a proper variogram) and their E-types are calculated.
The results are shown in Figure 34. It is seen that all three methods can condition to hard
data. The E-type of the proposed method shows the channel structure around the hard data
locations. Also, Figure 34 demonstrates the expected spatial structures as one moves away
from hard data. The continuity of the channel passing through the hard data at the center
of the grid is evident. On the other hand, in filtersim, the proportions are not satisfied and
we see a stronger tendency towards shale facies. However, as will be demonstrated later,
the structural patterns can not be fully captured in the filtersim E-type. In order to verify
this, the E-type of 100 sgsim realizations is also shown. The E-types from sgsim accounts
only for two-point statistics, yet, provides similar results as filtersim. This demonstrates
the better data conditioning obtained by the proposed method.

Next, 100 hard conditioning data are used for the comparison. The results are shown in
Figure 35. Recall that filtersim was used without proportion control resulting in more shale
facies present in the realization, making the comparison difficult. However, by observing
the structures, one can verify that the proposed method (in an average sense) has converged
to the reference case.

Another experiment is performed with two neighboring hard data. In this analysis, a
sand and a shale facies are attributed to two vertical neighboring nodes respectively. This
configuration indicates the limit of a channel passing through the sand location. The same
binary channel training image is also used for data conditioning. A search template of 9×9
and an inner patch of 5 × 5 is chosen. In this case, a large number of clusters, 1000, is
chosen in order to improve the filtersim results. 100 realizations are generated and an E-
type is calculated for three MPS methods: filtersim, snesim and the proposed methodology.
The parameters for snesim are given in such a way that they can most closely emulate the
pattern template as used in the pattern-based methods. The search template geometry in
snesim is (9, 9, 9), indicating a square search template as in filtersim, and the number of
nodes in the search neighborhood is 25, indicating an inner patch of 5 × 5. The rest of
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Figure 34: The hard data conditioning locations are shown in top. The E-type average of 100
realization generated using the proposed method (left), the sgsim method (middle)
and filtersim method (right) are shown. The multiple-point structures are better cap-
tured in the proposed methodology as seen in the E-type averages. Two different MPS
realizations of each method is also shown on the bottom.

the parameters remain untouched. It is worthwhile mentioning that every algorithm has
its own parameters that needs tuning for better results, but for the sake of comparison we
have assumed similar situations in every MPS simulation. The results are shown in Figure
36.

It is observed that all considered MPS methods exhibit the expected sand and shale
structure that was provided with hard data. However, the results obtained by filtersim
and snesim demonstrate the poor pattern reproductivity in terms of the certainty of the
facies as one moves away from the hard data locations. It means that, in general, a human
expert by looking at the provided conceptual training image structures can deduce that a
channel with a more lateral continuity is passing through sand facies hard data and shale
facies is existing above it. Also, knowing the average width of a channel, the human expert
can infer a shale structure underneath the channel. Neither of the algorithms, snesim or
filtersim, were able to accurately capture the multiple-point information that was provided
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Figure 35: The hard data conditioning locations are shown in top. The E-type average of 100 re-
alizations generated using the proposed method (middle-bottom) and filtersim method
(right-bottom) are shown. The reference case is also shown on left.

through the training image. On the other hand, the E-Type average realization obtained
by the proposed methodology demonstrates the same channel structures as anticipated by
a human expert. In order to confirm this, the inherent structure presented through the
training image should be revealed. Therefore, a window of size 35× 35 is used to scan over
the training image and store all the patterns that honor the same hard data configuration
at their central node. This analysis provides us with the large-scale pattern structures that
honor the conditioning data. Averaging the stored patterns would approximately yield the
hidden structure that should be revealed through the E-Type of several realizations. The
resulting pattern is illustrated in Figure 37 with the zoomed-in version of the central region
of the E-types for each algorithm. It is perceived that the training image structures resemble
the ones seen in the central part of the E-Type obtained by the proposed methodology.
Although the number of patterns within the specified window size of 35× 35 is limited, the
multiple-point information has to approach the average, since the patterns/probabilities are
being borrowed from the training image.

In conclusion, the conditioning in the proposed method is as good as other algorithms
and at the same time produces the essential features of the training image. This has the
advantage of generating better geologically realistic realizations and reservoir models.
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Figure 36: The neighboring hard data conditioning locations are shown in top. The E-type average
of 100 realizations generated using the proposed method (left), snesim method (middle)
and filtersim method (right) are shown in the bottom.
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Figure 37: The average of all 35 × 35 patterns in the training image that honor the neighboring
hard data at their central nodes is shown on top-right corner. The zoomed-in version
of the E-type of different methods is shown for comparison on the bottom.
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7.5 Variability between Realizations

In the previous sections, the proposed methodology was compared to filtersim using different
training images. It was shown that the proposed method can generate more geologically
realistic realizations. Also, there is a much better pattern reproduction and large-scale
spatial continuity of the structures. One may argue that the generated realizations look
more similar to the training image, and therefore, there is less variability between the
generated realizations in comparison with the realization obtained by filtersim. In other
words, the space of uncertainty spanned by the proposed method’s realizations may be seen
as rather limited in comparison with filtersim. This may affect the uncertainty analysis that
a reservoir engineer makes during the reservoir characterization. This section will address
the issue of variability observed in the realizations and verify these assertions.

In order to roughly visualize the uncertainty space spanned by a set of realizations
L : {l1, l2, . . . , lN}, we select a distance function that can approximately provide a measure
of variability between any two realizations. This distance function should have the prop-
erty that if two realizations have the same structures and patterns, then it should give zero
for their dissimilarity. Euclidean distance and other variants related to f(‖li − lj‖) does
not have this capability since they only account for collocated locations. A better distance
function to quantify the variability between two realizations would account for multiple-
point information. Therefore, it should be a function of the multiple-point histogram of
the two realizations. In other words, f(li, lj) = g (MPH(li), MPH(lj)), where f represents
the distance function and g represents another distance function defined over two probabil-
ities distributions. In our analysis, we use Jensen-Shannon divergence (JSD) as a distance
function between the multiple-point histograms.

Having defined a distance function that can approximately quantify the variability be-
tween any two realizations, we can map all the realizations into the MDS space. The
variability obtained using a specific technique can be explored by visual analysis of the
cloud of MDS points. The larger the cloud, the higher the variability in the generated real-
izations. It should be mentioned that all the analysis is approximate due to the infeasibility
in the calculation of multiple-point information histogram at any scale. In a binary case, a
square template of size t× t will results in a multiple-point histogram vector of the size 2t2 .
This prevents us from calculating any multiple-point information beyond a 4× 4 template
in Matlab environment. However, it is sufficient for visualizing the space of variability.

The channelized 2D training image (sand/shale) is used for this analysis. 100 realizations
are generated using the proposed method and filtersim. After applying the dissimilarity
distance function between each pair of the realizations, MDS mapping is performed and the
three most significant coordinates are used for illustration. The results are shown in Figure
38. By looking at the 3D plot and three 2D views of it, one can see the larger cloud of
points for the filtersim case.

Showing the cloud of points in three dimensions is not suitable for this case as the
dimensionality of the data is larger than three. Therefore, each dimension (or a coordinate)
will be shown on the x-axis and the coordinate value will be shown on the y-axis. This
parallel coordinate representation of the data with the first 20 dimensions is shown in
Figure 39(a). In this figure, the gray lines represent the coordinates of all the realizations
of filtersim and the red lines represent the realizations obtained by the proposed method.
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Figure 38: Comparison of the variability between the 100 realizations generated by filtersim (red)
and the proposed method (black) by the first 3 principal coordinates of the space of
uncertainty. 2 dimensional views of the data are also plotted for clarity.

larger coordinate values clearly demonstrate the larger variability in the filtersim results.
Figure 39(b) shows the 10% and 90% quantiles of the data. The variability range is distinctly
revealed on this plot.

In conclusion, this example demonstrates that the variability obtained by using the
proposed methodology is smaller than the variability obtained from filtersim simulations.
In other words, one may relate the capability of any algorithm in pattern reproduction to
the variability observed in the generated realizations. Better pattern reproduction induces
smaller variability in the realizations, and hence, reduces uncertainty. However, uncertainty
is mostly related to the decision that a geostatistician or a geologist makes about the
training image itself. Such uncertainty originates from the knowledge or understanding of
the geologist about the reservoir structure under study (or a lack thereof). The uncertainty
behind the geological scenario can be taken into account by using a set of training images
instead of one.

Inherent to any MPS simulation is a methodology for capturing the patterns/features
of the training image. In snesim by a probabilistic formulation and in simpat,filtersim
or proposed method by a pattern-based approach, one attempts to capture the geological
features explicitly provided by the training image. The question on the uncertainty produced
by the generated realizations is of less relevance . As stated before, the better the patterns
are reproduced, the smaller the variability is. This is because of the limited set of patterns
existing in the training image. On the other hand, a method that does not entirely capture
the features within a training image results in some patterns in the simulated realization
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Figure 39: Space of variability is shown in parallel coordinates with 20 first dimensions in (a),
and the 90% and 10% quantiles are shown in (b). Red lines represent the proposed
method’s realizations variability and gray lines the filtersim.
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that are not in accordance with the provided conceptual geological scenario. Hence, such
increase in uncertainty/variability is merely an artifact that is not controlled or motivated
by any geology. It can be understood that the larger uncertainty in filtersim is caused by a
set of training images that are implicitly fabricated during the course of simulation. Hence
in any algorithm, by changing the parameters, one can degrade the visual appearance of the
realizations (such as degradation in large-scale continuity, etc.) and artificially introduce
more variability in the simulated realizations.

This postulation is examined by looking at the distribution of the errors between the
realizations and the training image (as a reference). The error is defined by the Jensen-
Shannon divergence of the multiple-point histograms. The results for both filtersim and
the proposed method are provided in Figure 40. It is seen that the pattern reproduction
in the proposed method is much better than in filtersim, and hence, more random patterns
(corresponding to artifacts, not to actual geological scenarios) are created in the filtersim
simulation. Essentially, an issue arises when one has got no control on the implicit training
images used to generate these random patterns. Therefore, one of the main purposes in
using distance based methods and kernel mapping is to acquire the capability for generating
new patterns that are constrained to the provided geological scenario in the training image
(ongoing research).

0 1000 2000 3000 4000 5000 6000 7000 8000 9000
0

5

10

15

20

25

error

d
is

tr
ib

u
ti
o

n

Errors between 100 

realization of the 

proposed method and 

the training image

Errors between 100 

realization of the 

filtersim method and 

the training image

Figure 40: The error between the realizations generated by the proposed method (yellow) and
filtersim method (black) with respect to the training image in terms of pattern repro-
ductivity. The error is defined by error = JSD(MPHrealization,MPHTraining Image).

7.6 Multiple-Resolution Simulation

The idea of multiple-grid simulation was first proposed by [25] in order to reduce the CPU
and memory demand of sequential simulations, and at the same time, help is the repro-
duction of long range correlations. According to [1], the multiple-grid view of a grid G is
defined by a set of cascading coarse grids Gg and sparse templates Tg instead of a single
fine grid and one large dense template where g = 0, . . . , ng − 1 and ng is the total number
of multiple-grids for grid G.

There are some shortcomings inherent to multiple-grid concept. Simulation during the
multiple grid of ng makes the simulation to continue on every 2ng−1 − th node of the grid.
Therefore, the patterns in the database are constructed from a much sparser template.
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This sparseness is a source of complexity/randomness in the patterns and will result in
complexity/randomness in the generated realization at that multiple-grid simulation. More
complexity suggests less structure. One solution to this problem was the concept of dual
templates, where during the largest multiple-grid simulation, instead of just pasting the
sparse pattern, all finest nodes of the finest grid G will also be pasted. This reduces
the variability that can be brought into the simulated realizations because of the explicit
provision of finer information at the initial multiple grid. On the other hand, conditioning
data may impose certain problems in a multiple-grid settings. For example, a particular
multiple grid Gg might not include the location containing the conditioning data. Moving
the hard data to a location within the range of the multiple-grid reduces the conditioning
precision of the simulated realizations. Moreover, using a dual template search strategy does
not provide the true small-scale variability between the training image and the simulated
realizations. In other words, pasting the most similar dual template (with respect to the
hard data) on the simulation grid will also impose the small-scale features as is. Variability
of these features is therefore reduced because the realization does not change significantly
during the subsequent multiple-grid simulations. Besides, the search for the dual template
that honors the hard data is of limited scope and situation where there is no exact match
can easily arise. A new method, called multiple-resolution simulation is proposed that can
reduce the existing limitations.

In order to effectively reproduce the large-scale and fine-scale pattern structures of a
training image, the simulation has to be performed at different resolutions. First, a coarse
resolution realization will be obtained and the simulation continues towards the finest reso-
lution. The multiple-resolution views of the training image needs to be constructed. There-
fore, the training image will be resized using bicubic interpolation. In a categorical case,
it also needs to be thresholded to obtain a categorical coarse-resolution training image. In
order to find a suitable threshold, Otsu’s method will be employed [30]. This algorithm
assumes that the training image to be thresholded contains two classes of nodes (e.g. fore-
ground and background) then calculates the optimum threshold separating those two classes
so that their combined spread (intra-class variance) is minimal. The simulation proceeds
with this low-resolution training image, but with the same non-sparse template used for the
fine-grid simulation. At the end of each stage of multi-resolution simulation, the realization
(obtained so far) will be resized towards the next finer multi-resolution scale, and as before,
the training image will also be resized to the resolution in that stage. Simulation continues
until all multi-resolution levels are finished. Data conditioning will now consist of applying
the multi-resolution concept on the data themselves. It is noteworthy that there is no need
for a dual template in this case because the all the nodes in the simulation grid will be al-
ways filled. Hence, the multi-resolution concept brings consistency and robustness in MPS
simulations. The multi-resolution approach for the unconditional case is clearly outlined in
Algorithm 4.

The multi-resolution concept is examined by the 2D sand/shale training image. Three
multi-resolution settings are chosen for the analysis. The training image (TI) and the two
other multi-resolutions (TI2, T I3) are illustrated in Figure 41. It can be observed that the
training image is scaled from coarse to fine-scale. This way there is no need for a sparse
template and the structural information are preserved as much as possible.

Some simulations using the multi-resolution concept and multiple-grid concept are pro-

54



Algorithm 4 Unconditional Multi-Resolution Simulation

Require: nr = number of multi-resolutions
Require: TI = Training Image
Require: T = search Template
1: for r = nr to 1 do

2: TIr ← resize TI by a factor 1
r

using bicubic interpolation
3: level← find the threshold of TIr using Otsu’s method
4: Threshold TIr by level towards a binary values of 0/1.
5: if r == nr then

6: Initialize realization rer with the same size as TIr

7: else

8: realization rer ← resize rer+1 by a factor of r+1
r

9: level← find the threshold of rer using Otsu’s method
10: Threshold rer by level towards a binary values of 0/1.
11: end if

12: using template T and training image TIr, simulate the realization rer

13: end for
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Figure 41: Multi-resolution training images used for each stage of the coarse to fine-scale simula-
tions.

vided in Figure 42 for comparison. It is difficult to perfectly evaluate the structure/pattern
reproduction in different realizations, but undoubtedly multi-resolution concept has com-
paratively enhanced the large-scale continuity and pattern reproductivity. On the other
hand, the structures with less repetitiveness than the others are skillfully captured and
reproduced in the multi-resolution approach. 200 realizations are generated using multiple-
grid and multiple-resolution approaches and their multiple-point histogram differences with
the training image are obtained using a template of 4 × 4. The meandering 2D training
image as shown in Figure 43(a) is used in this study. The resulting error distributions are
plotted in Figure 43(b) for both multiple-grid (red) and multiple-resolution (black) simula-
tions (using the proposed methodology outlined in this paper). However, the distribution
of the errors in filtersim realizations, with multiple-grid approach, is also shown in 43(b)
in yellow. As expected, the multiple-resolution approach better reproduces the underly-
ing patterns of the training image within the specified multiple-point template. One can
also verify the improvements, in terms of pattern reproduction, brought by the proposed
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methodology. These promising results need to be supported by using different training im-
ages in the future. More examples are needed to test the effectiveness of multiple-resolution
approach on data conditioning.
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Figure 42: Comparison of multiple-resolution simulation with multiple-grid simulation over 3 gen-
erated realizations.
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Figure 43: Multiple-pint histogram error distribution between 200 realization and the training
image. Red distribution illustrates multiple-grid simulation errors and the black distri-
bution for multiple-resolution case. In both distributions the proposed method is used
for the simulation. The yellow distribution shows the corresponding filtersim error
distributions with a multiple-grid setting.

8 Conclusion

Increased application of multiple-point geostatistical simulations requires a perfect under-
standing of the problem and a clear identification of the advantages and disadvantages of
existing algorithms. Among those algorithms, pattern-based methods have been shown to
have the best performance when applied to sequential pattern simulation. However, their
advantages over pixel-based methods are not well explained and understood. Detailed anal-
ysis of the performance and memory requirements for these algorithms shows that searching
for each potential pattern is the most computationally demanding step. The main focus
should be on designing techniques that can handle the same pattern-based techniques in a
more efficient way.

So far, a new multiple-point geostatistical algorithm using distance-based method and
kernel mapping has been developed. This technique broadens the capabilities of a multiple-
point simulation process. Generating new patterns, reducing the dimensionality of the pat-
terns, providing a universal classifier are some examples introduced within this technique.
Specifically, the better pattern classification capability of the proposed method is one of
the main advantages provided by distance-based methods. The classification improvement
was demonstrated with some examples. Also, a series of unconditional simulations were
performed on different training images and the improvement in pattern reproduction and
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large-scale continuity was observed in both categorical and continuous cases. Hard data
conditioning was also examined by obtaining an E-type of 100 realizations. The enhanced
data conditioning established a promising future for this method. An algorithm on auto-
matic template size selection was also introduced and exhaustively tested for its accuracy.
This combined with a multiple-resolution simulation algorithm provides a robust and user-
free methodology that captures the essential features of any conceptual training image. In
conclusion, the proposed method provides a global improvement over all previous MPS
algorithms such as snesim, simpat and mainly filtersim.
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